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PERFORMANCE  OF WORMHOLE  ROUTING
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Abstract—The emergence of large scale distributed memory computers has brought with it a variety of
interconnection networks. As it is not feasible to fully interconnect the processors with a diameter of one, routing
of messages is necessary. Wormhole routing is an efficient method of routing and in this paper, we derive a model
for wormhole routing. Using this model, we determine the optimal buffer size, and hence show that for medium to
large messages, the communication time using wormhole routing is dependent on the square root of the network
diameter. 
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1 INTRODUCTION

The computational requirements of today’s scientific applications, such as Fast Fourier Transform (FFT)
[1], fluid dynamics, equation of state calculations and dual simplex integer programming problems has
outstripped the power of uniprocessor systems. As a consequence, these applications have migrated onto
parallel computers. A major class of parallel computers is distributed memory systems which rely on message
passing for synchronization. Examples of message passing parallel computers are Transputer Hypercube [2],
Transputer mesh, cluster of workstations connected via an ethernet and the IBM - SP2.

 In distributed memory architectures, the memory is distributed amongst all of the processors, i.e., each
processor has its own memory. This means that there is no longer any contention for memory accesses (the
memory is local), however, for a processor to access an object in another processor’s memory, it must be
passed in the form of a message.

 To allow messages to be passed between processors, some form of communication is necessary, we call
this the interconnection network. Some measures of the goodness of the interconnection network are the
number of communication links and the diameter of the interconnection network. We define the diameter of
the network as the minimum number of communication links between any two processors which are the
farthest apart. Reducing the number of communication links reduces the the hardware cost of the system, yet,
we shall see that there are trade offs between a small diameter and a small number of communication links.

 The question then arises—why can’t we fully interconnect all of the processors with a diameter of one? To
achieve this, each processor would require a communication link to each other processor, thus for N
processors, the number of communication links is of the order of N2, which is neither economical nor
physically feasible for large numbers of processors. This interconnection complexity can be reduced in two
ways. Firstly a multistage interconnection network can be used. In this case, a path can be made between any
two processors at the expense of going through a number of switching stages, effectively increasing the
diameter to O(logN). Secondly, the processors are not fully interconnected, but rather they are connected to
only a few neighbouring processors or switches based on their interconnection topology. Messages to
destination processors not directly connected to the source processor now must be routed through
intermediate processors or switches.

One method for message routing is termed Store and Forward routing (see Figure 1). Messages on
intermediate nodes are read into a single buffer, and are only then output. It can be seen that the
communication latency is proportional to the product of message size and network diameter.

Improvement in performance can be gained through the use of wormhole routing [3]. In this method,
messages are divided into a number of packets, termed flits. At any intermediate node, once one flit is read, it
can be output, thereby reducing the communication latency. This type of routing is termed Wormhole routing,
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so called because the head of the message makes a path to the destination in which the tail duly follows. This
process is shown in Figure 2.

Figure 2: Wormhole Communication

Much research has been made into wormhole routing (see for example [4] and [5]), however, the effects of
startup costs and overheads incurred through segmenting the data into flits has often been overlooked.

In this paper, we address this important issue by determining the optimal buffer size, and hence an upper
limit on the performance of wormhole routing. The rest of this paper is organised as follows:- Section 2
introduces two common interconnection networks, namely, the binary hypercube and the two dimensional
mesh. In section 3, the model for wormhole routing is developed. Section 4 compares the communication
performance of the hypercube and mesh interconnection networks. The results in section 5 compare the
performance of the interconnection networks for the Livermore Loops. A final summary is provided in section
6.

2 INTERCONNECTION NETWORKS

2.1 TRANSPUTERS

 The transputer is used as the hardware basis for the simulated results in Section 5. The transputer [6] was
first introduced by Inmos in 1985 as a commercial chip designed for distributed memory applications. The
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Figure 1: Store and Forward Communication
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first series of transputers were the 16 bit T2 family. The first 32 bit transputer was the T414 which offered 10
MIPS and a floating point unit on chip. Several models of the transputer have since been released, notably the
T800 with four communication links and T9000 series. 

2.2 HYPERCUBE

Many parallel computers of the 1980s used a topology termed the Hypercube. In a three dimensional
binary hypercube, as shown in Figure 3, a processor is placed at each vertex of a cube. An N-dimensional
binary hypercube is an extension of this, with a processor placed at each vertex of the N-dimensional cube.

Figure 3: Hypercube Configuration

Definition 2.1 An N-dimensional binary hypercube has P=2N processors and N × 2N-1 edges or
communication links. Each node has N communication links. The diameter of the binary hypercube is N.

Great interest was shown in the hypercube due to certain advantages over other topologies such as the
ability to map mesh and tree topologies efficiently onto the hypercube, and the diameter of the hypercube
increasing only as logP [7]. However, to achieve this interconnectivity, each processor must have logP links
and the total number of communication links is of the order of PlogP. For example, in a 1024 node hypercube,
each processor must have 10 communication links. This requirement of links per processor can limit the size
of the hypercube that can be implemented e.g., the Intel iPSC/860 is a hypercube system which can only
support 128 processors.

2.3 2D MESH

The 2D mesh configuration (see Figure 4) overcomes the hypercube’s problem of the number of links per
processor increasing as the number of processors increases by using only four communication links per
processor. As the number of links per processor is fixed, the mesh topology can scale to any number of
processors.

Definition 2.2 An A × B mesh has P = A × B processors and 2AB - A - B communication links. Each node
has four bidirectional communication links connected to its nearest neighbours without wrap-around at the
edges of the mesh. The diameter of a mesh1 is A+B-2.

1. The diameter of the mesh is calculated as follows :- The longest path is from the origin (0,0) to the most extreme processor 
(A,B). The message must be routed through A-1 links along the X axis and B-1 links along the Y axis—hence the total 
number of links is A+B-2
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To route messages amongst the processors, the mesh configuration can be considered as a matrix of R rows
parallel to the X axis and C columns parallel to the Y axis. Three routings from slave to host are considered in
this paper.

1. Column first (Y routing)—Messages are firstly routed down the columns.

2. Row first (X routing)—Messages are firstly routed across the rows.

3. Step—If the position of the slave (x,y) satisfies the equation y-x=2I where I is an integer, the message is
routed through the row adjacent processor, else it is routed through the column adjacent processor. 

The row and column first routing are the ordered dimensional routings analysed in [8] and are deadlock
free. The performance of the dimensional routings for transputer networks is analysed in [9] and [10]. The
step routing can be shown to not be deadlock free for general routing. However, if we define the host as the
processor at the origin (0,0) of the mesh, then for communication to and from the host, the step routing can be
shown to be deadlock free.

2.4 IBM SP2 HIGH  PERFORMANCE  SWITCH  MIN

Recently, IBM has started installing its IBM PowerParallel SP2 which can be considered as a cluster of
workstation nodes on a multistage interconnection network. Each of the SP2 nodes is based on the IBM RISC
System/6000 workstation. The nodes are available as either thin or wide nodes. The wide nodes have greater
memory bandwidth and a larger memory cache than the thin nodes. These nodes are particularly suited to
floating point operations, with the wide nodes delivering a SPECfp92 rating of 259.7 and a Linpack DP rating
of 131.8 [11].

The interconnection network is based on a High performance switch logical frame [12]. Each frame
consists of a crossbar multistage interconnection network which interconnects 16 processors, and allows other
frames to be connected. Up to 80 nodes can be connected via a single stage of frames. For 81 to 128 nodes, a
second layer of frames is required for the interconnection. These frames are termed Intermediate Switches. 

Each frame operates at 40MHz. Reported throughput figures for these frames are a latency of 42µs [13], a
uni-directional bandwidth of 35MBytes/s and a bi-directional bandwidth of 48MBytes/s [11].

3 WORMHOLE  MODEL

 Communication latency, the time delay between initiation of a message to the time when the data is
available at the destination node, measures the performance of a message passing architecture.
Communication latency can be split into three components.

1. Start up latency: Time to prepare a packet for transmission or reception.

2. Network latency: The time difference between the sending of the head of the message from the source
processor and the reception of the message’s tail on the destination processor.

3. Blocking latency: The time delays caused both by network traffic and contention for resources, i.e., the
communication links.
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Figure 4: Mesh Configuration
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 A simple time line is shown in Figure 2 for the case when the message is four times the size of the buffer.
Note now that the communication latency is the time to communicate the message between adjacent
processors, plus three times the communication time of a buffer. In this case the latency is 1.5 units, a
significant reduction from three units. The communication has thus become pipelined, i.e., the output of a
buffer is overlaid with the input of another buffer. Thus the only delay in routing is the initial input of the
buffer on each intermediate node. It would seem that the smaller the buffer size the better the performance.

However, an overhead is introduced due to the startup costs of sending approximately (message size ÷
buffer size) flits. As the buffer size is reduced, the number of flits is increased, thereby increasing the startup
communication overheads. Thus there is a trade off between reducing latency due to smaller buffer sizes, and
the increasing overheads due to increasing number of flits. We derive a model for wormhole routing as
follows.

If we define D as the path length, i.e., the number of hops involved in the routing (the maximum path
length for a network is given by its diameter), B as the buffer size in bytes and M as the message size in bytes
then N = M/B is the number of full buffers sent and R = frac(M/B) is the remaining data to be sent. Then the
time to communicate a message between two adjacent and intermediate processors can be given by equation 1
where C(X) is the communication function for sending a message of size X bytes over a communication link.

Com Time Adjacent = N × C(B) + C(R) (1)

If we generalize the communication function as C(X) = αX + β, where α is the communication time
proportional to the packet size (seconds per byte) and β is the fixed startup communication time (seconds),
then equation 1 can be written as equation 2.

Com Time Adjacent = N × (α × B + β ) + α × R + β (2)

By noting that N × B + R = M, equation 2 can be simplified to give equation 3.
Com Time Adjacent = M × α + (N + 1) × β (3)

For each of the D-1 processors between the host processor and the destination processor, the delay between
when the source processor starts to send the message and when the destination processor starts to receive the
first buffer increases by one buffer communication time due to the delay caused by the previous processor
having to input the first buffer before any output can occur. Thus, the total time between when the host
initiates sending the message and destination processor receives the entire message can then be given by
equation 4.

Total Com Time = M × α + (N + 1) × β + (D-1) × (α × B + β ) (4)

This equation can be further simplified if we can assume that M » B such that N + 1 ≈ M/B, thus giving
equation 5

(5)

The second factor in equation 5 is the communication time of a buffer. The optimal buffer size can be
found by differentiating equation 5 w.r.t. B, and setting equal to 0, giving the minimum at equation 6.

(6)

Thus we see that the optimum buffer size increases as the message size increases, yet decreases as the
message path increases. The increase in optimum buffer size with increasing message size can be explained
by considering the ratio of buffer size to message size. This ratio determines the number of buffers sent and
hence the amount of overhead caused through start up latency. A reduction in this ratio (i.e., increasing the
buffer size) reduces the start up latency overheads. The reduction of optimal buffer size with the increase in
path length can be explained by noting that as the path length is increased, the delay caused by the
propagation of the first buffer increases. As this delay is proportional to the buffer size, reduction of the buffer
size reduces the propagation delay.

Total Com Time
M
B----- D 1–( )+ 

  αB β+( )=

B
M β×

D 1–( ) α×----------------------------=
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For the case of a four transputer1 pipeline, i.e., D = 3, the values for α and β are 5.64 × 10-7s/byte and 1.76
× 10-4s respectively2. Substitution into equation 6 with a message size of 8000 bytes, gives an optimal buffer
size of 1117 bytes, which is significantly smaller than the message size.

The assumption of M » B implies from equation 6 that . Using the transputer values for α and β,
gives , i.e., this assumption is satisfied by messages greater than one kilobyte.

The communication time for wormhole routing can be compared with the time for store and forward
routing. In store and forward routing, the communication time is a factor of D greater than the time to send the
message between adjacent processors, i.e., D × (αM + β). For small β such that (α × B) » β, and large D such
that D - 1 ≈ D, the ratio of store and forward communication time (SFT) to wormhole communication time
(WT) is given by equation 7.

(7)

For large messages and small buffer sizes, this ratio approximates D, i.e., wormhole routing gives a
performance improvement of D over store and forward routing.

Substituting the optimal buffer size equation 6 into equation 5 gives equation 8.

(8)

For large messages3 such that , the communication time is given approximately by equation 9. 

(9)

Thus we see that the communication time for wormhole routing in the absence of link contention is O(M +
, i.e., the time is proportional to the message size and the square root of the product of the message size

and network diameter. Hence, for the same message size on differing topologies, the communication latency
is dependent on the square root of the diameter of the network.

4 TOPOLOGY COMPARISON

A square mesh has a diameter 2 -2, where P is the number of processors, and a binary hypercube has a
diameter of log2P. Thus the diameter of the mesh is greater than that for a hypercube with the same number of
processors. This may be seen as a limitation for the mesh topology, however, to see the effect of the greater
diameter, let us consider a 1024 processor hypercube and mesh. The diameters of the hypercube and mesh are
10 and 62 respectively. Therefore the diameter of the mesh is a factor of 6 larger than that of the hypercube.
However, our analysis of wormhole routing shows that the communication latency is dependent on the square
root of the diameter, thus the mesh is only a factor of 2.5 larger than the hypercube.

Further, as the number of communication links used in the mesh configuration is less than for the
hypercube, the routing hardware and software used in the mesh can often be made much simpler and hence
faster than for the hypercube. Therefore it is expected that the mesh will be the dominant topology for large
message passing systems [3].

5 LIVERMORE  LOOP RESULTS

 The Livermore loop kernels are a common way to measure the performance of parallel systems [14].
These kernels were developed to cover a broad range of generic Fortran CPU limited computations to be
applied to vector or parallel processors. It has been observed that some traditional benchmark tests were

1. A transputer based network is used for illustrative purposes.
2. These values of α and β are determined from actual measurements on a network of 20 MHz transputers.
3. Using transputer values, M » 312 (D-1), i.e., this assumption is satisfied by messages at least greater than ten kilobytes.

M
β
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M
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defective when applied to these type of processors which have CPU performance 10 to 100 times the
performance of conventional uni-processors [15].

To compare the performance of the various topologies we introduce two measures, namely, Average
Network Performance (ANP) and Relative Performance Metric (RPM). To allow the relative merits of the
topologies and not the actual implementation technologies to be compared, these metrics are calculated using
the same base processing speeds and communication link speeds for each topology.

As explained in Section 2.1, the transputer has only four communication links, thus only allowing binary
hypercubes of up to 16 processors. To allow analyses of up to 1024 processors, we assume that each
transputer has 10 communication links. The communication link values used for simulating transputer
networks and networks based on the IBM SP2 High Performance Switch are shown in Table 1.

Figure 5 shows the harmonic mean performance of the Livermore Loops on the 2D mesh topologies using
the step, X and Y routing, binary hypercube, and a transputer based MIN. Each topology is simulated using
the transputer processing nodes and transputer communication link values. These results were obtained by
using Parsim [14], a message passing computer simulator with a buffer size for the wormhole routing of 1000
bytes.

Figure 5: Harmonic Mean Topology Comparison

To allow a comparison between the various topologies, we define HC(p) as the harmonic mean
performance of the hypercube at p processors, and similarly MS(p), MX(p), MY(p), and MIN(p) as the
harmonic mean performance of the mesh using step, X and Y routing and the performance of the transputer
based MIN. We can then define the Average Topology Performance (ANP) as equation 10.

(10)

We then define the Relative Performance Metric (RPM) for each topology as the performance of the
topology relative to the average performance of all compared topologies. This can be calculated by equations
11-15.

Link Type  Start up (s)  Transfer capacity (s/byte)

Transputer  1.76 × 10-4  5.67 × 10-7 

IBM SP2 HPS  42.0 × 10-6  28.57 × 10-9

Table 1: Communication Link Values

Transputer MIN
Mesh Step
Hypercube
Mesh X
Mesh Y

ANP p( )
HC p( ) MS p( ) MX p( ) MY p( ) MIN p( )+ + + +

5-----------------------------------------------------------------------------------------------------------=



80 ANTHONY SYMONS AND V. LAKSHMI NARASIMHAN

(11)

(12)

(13)

(14)

(15)

From Figure 5 these are calculated as shown in Table 2. The RPM indicates the suitability of a topology

for the algorithm. The larger the performance metric, the more suitable the topology is for the algorithm.
Therefore we see that the hypercube is the most suitable of the topologies compared for the Livermore Loops.
This can be explained by the fact that the number of active links for the hypercube increases as log2P where P
is the number of processors, thus reducing the communication bottlenecks.

6 CONCLUSIONS

In this paper, we derived a model for wormhole communication and calculate the optimum buffer size as 

This routing method can then be applied to other families of distributed memory systems. For large
messages, the communication time using wormhole routing increases as , where D is the diameter of the
network.

The simulated results using the Livermore Loops shows that the hypercube topology does provide a 26%
performance improvement over the mesh topology. However, this is at the expense of having 2.5 times the
number of communication links. Further, even though the network diameter of the mesh is six times that of
the hypercube, the use of wormhole routing reduces the impact of the larger diameter.

Using this fact, it is expected that even though the mesh topology has a larger diameter than an equivalent
hypercube, the use of wormhole routing and fewer communication links will make the mesh the dominant
topology for the future.
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